Table 5

Continued
13 14 15 16 17 18
Outpun References Input References*
Special Special
Origin Termination (E.R.S.A) Origin Termination {E.R.S.A)
F, 88 S, 87
S. 87 S, 87
SP, ‘87
L ‘80 AAES, '90
SGR, '88; CG. '89; MVPG, °77; CG, ‘89;
AAES, 90 AAES, ‘90
SP, '84; CG, 89 E: AAES, ‘90 MVPG, ‘77; CG, 89
SP, ‘84 MVPG, 77; CG, '89
BM, ‘81 L, '80; A: HKK, ‘87 AAES, 'S0
AAES, 90
BM, 81 L 80 AAES, ‘90 SG. 84
SP, ‘893 SP. ‘89a
SP, '8%a KA, 77 BM, '81; HKK, '87 SP, '83a
B, ‘88 HKK, ‘87; BP, ‘89 E:KA 77 B. 68
SP. '89b SP, '83b SP. ‘8%b SP, '89b
E: SP, 67 B, ‘85
E: SP. 87 B. 85
BM. ‘85 SP, '8%a SP, ‘8% SG, '88
E: SF, 67 B, 85
L SP, 67 B, 85
BM, ‘85 SG, 88
F. '86
E:F, ‘86
E:F. '86
SP. 76 S, 87
SP, '76 S, ‘87
SP, 'B%a SP, ‘892
GSS, '84; GSS, 84
SG, '88
GSS, ‘84 GSS, ‘84
NMV, ‘86 Newsome, Maunsell, and Van Essen, 1986 SP, '89b Seltzer and Pandya, 1983b
PBK, ‘86 Perkel, Bullier, and Kennedy, 1986 UD, "86a Ungerleider and Desimone, 1986a
RP, 79 Rockland and Pandya, 1979 UD. '86b Ungerleider and Desimone, 1986b
S, 87 Shiwa, 1987 UGSM, 83 Ungerfeider, Gattass, Sousa, and Mishkin, 1983
SG, 84 Schwartz and Goldman-Rakic, 1964 VFDOK, '91 Van Essen, Felleman, DeYoe, Olavarria, and Knierim,
SG, ‘88 Selemon and Goldman-Rakic, 1988 1991
SP, ‘76 Seltzer and Pandya, 1976 VNMB, ‘86 Van Essen, Newsome, Maunsell, and Bixby, 1986
SP. ‘80 Selzer and Pandya, 1980 Yl, ‘85 Yukie and Iwai, 1985
SP ‘84 Selzer and Pandya, 1984 Z '78a Zeki, 19782
SP§7 Seluzer and Pandys, 1987 Z ‘78b Zeki, 1978b
SP, '8%a Selzer and Pandya, 1989a 780 Zeki, 1980
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Table 6
Irregutar and mismatched connectivity pattems

Irreguiar Terminations

Ongin-Termination Mismatches

Terming
From To Panem From To Qrigin tion
VP V3A F/C v4 MT S8 C
MT V3A M FST MSTd S8 C
op PO C/M? STPp 46 S C
LiP PO CfF 48 CcIr S/ M
MT PO M 45 Ta B/s M
v4 Vi F/C 45 STPp S M
MT v4 ™
op up C/F
up op M
MSTI FST CF
MSTI vip M
MSTd FST M/C
FST PIT Mm/C
FST vip M/C
FST Lp C/M?
FST FEF /M
Lp MSTd CF
Lp TF F/c?
FEF 48 F/C
Ta SsTP F/M?
Ta FEF C/M?
Ta 46 /e
Allv TH fF/C
46 TF M/C

architectonically defined FEF. The remaining 22 ir-
regular patterns are all C/F or C/M mixtures and
therefore involve an apparent conflict of only one step
(lateral vs. ascending or lateral vs. descending). We
suspect that this bias for C/F and C/M patterns is not
a coincidence and that it may be important for un-
derstanding the significance of mixed or intermediate
termination patterns (see below).

Step 2: Matching Origins and Terminations

The next step is to assess the consistency of retrograde
and anterograde patterns for the 88 pathways in which
both types of laminar information are available. In 39
of these cases, the retrograde pattern is bilaminar and
hence is compatible with any anterograde pattern.
There are 26 S—F and 8 =M combinations, both of
which are strongly consistent with an orderly hier-
archical relationship. In addition, most of the 16 cases
with mixed patterns on either the retrograde or the
anterograde side also are fully consistent with this
scheme (e.g., S/B—F, etc.). In a few cases, how-
ever, there are possible hierarchical inconsistencies,
which are listed separately as “origin-termination
mismatches” in Table 6. In 4 instances, the assign-
ment for the origin is mixed (S/B). If further inves-
tigation reveals that these are B patterns, then there
would be no conflict with the C or M terminations.
If, on the other hand, any of them turn out to be S
patterns, it would be an overt conflict with the criteria
we have used. In the remaining 2 cases (area 46 to
STPp and STPp to 46), the reported origin is an ex-
plicitly (S) pattern giving rise to an M or C termination
pattern (Barbas and Mesulam, 1985; Selemon and
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Goldman-Rakic, 1988; Seltzer and Pandya, 19892). It
will be important to reexamine these pathways using
combined retrograde and anterograde tracers and in-
jections unequivocally restricted to a single visual
area.

Step 3: Reciprocal Relationships

Analysis of reciprocal pathways provides the next test
of the consistency of hierarchical relationships. From
the data in column 11 of Table 5, there are 65 linkages
in which the pattern is explicitly identifiable as as-
cending in one direction and descending in the other
(49 designated as A-D, 16 designated as A-D?). There
are only 5 linkages that are identifiably lateral in both
directions (L/L), and all of these are questionable in
one way or another. There are also 10 possible ex-
ceptions to this pattern, which are listed as ‘‘reci-
procity mismatches” in Table 6 and also are indicated
by “NC” or “NC?” (not consistent) in column 11 of
Table 5.

In nearly all of the irregular cases (9 of 10), the
comparison involves hierarchical assignments thatare
questionable on 1 or more counts, owing to the types
of uncertainties described in the preceding 2 sec-
tions. Thus, while these putative counterexamples
should be taken seriously, they should not all be re-
garded at present as unequivocal violations of our
scheme. The strongest case for a genuine violation is
the linkage between MSTd and 7a, which is reported
to be descending from 7a to MSTd but lateral in the
reverse direction (Andersen et al., 1990; Boussaoud
et al,, 1990).



Table 6

Continued
Reciprocity Mismatches

Hierarchical
Pathway Direction Pathway Direction Mismaiches
PO-LIP A LIP-PO L/A? FST-TF
DP-MSTd A? MSTd-0P L MSTd-PIT
FST-TF L TFST A? AITd46
MSTd-7a L Ta-MSTd D
CIT-FEF A FEFLIT A?
CIT-46 A 46CIT A/D?
7aSTP A/D? STP-7a D?
FEF-STPp 0? FEF-STPp D?
STPp48 AL? 46STPp AD?
46-TH L? TH46 0?

Step 4: Global Hierarchical Constraints

We now address whether these pairwise relationships
can be used to generate an overall hierarchy involving
the entire collection of visual areas and pathways. To
avoid logical inconsistencies, each area must be placed
above all areas from which it receives ascending con-
nections and/or sends descending connections. Like-
wise, it must be placed below all areas from which it
receives descending connections and/or sends as-
cending connections. Finally, if an area has lateral
connections, these must be with other areas at the
same hierarchical level. All of the information needed
to construct such a hierarchy is contained within Ta-
ble 5, but it is not formatted optimally for the task.
We therefore created an intermediate tabulation that
greatly facilitated the process (Table 7).

Table 7 represents a “constraint chart” that indi-
cates, for each visual area, all of the other areas with
which it is connected and the hierarchical relation-
ships that can be inferred solely on the basis of their
direct linkages. For example, based only on what is
known about it own connections, MT is unequivocally
at a lower level than 7 areas (VIP, LIP, FST, MSTd,
MST], FEF, and 46), level with 1 area (V4t),and higher
than 4 areas (V1, V2, V3, and VP). In addition, MT is
constrained to be level with or higher than areas V3A,
V4, and PO, based on the mixed pattern of connec-
tivity with those areas. Finally, MT has a known con-
nection with area PIP that provides no constraints at
all, making their hierarchical relationship indeter-
minate.

Once all of these pairwise relationships were tab-
ulated, we began the task of generating an internally
consistent hierarchy. This was done in a “‘bottom-up”
fashion, by progressively adding areas to successive
stages on the basis of information contained in the
“higher than” and “level with” columns of Table 7.
The sequence begins by identifying the area, namely
V1, that has no entries in the “higher than” or “level
with” categories and must therefore be at the lowest
hierarchical level. The next level is populated by the
area, namely V2, whose listing of “higher than” in-
cludes only the lowest area, V1. The process contin-
ues iteratively by adding at the next stage only areas
whose listing of “higher than” includes those areas

already entered in the emerging hierarchy. If more
than 1 entry at a given level occurs, it is critical that
they either be unconnected or be connected by lateral
or indeterminate pathways. In cases where the con-
straint chart only partially restricts the positioning of
areas (e.g., MT is level with or higher than V4), we
chose the configuration that left all areas in the lowest
possible state and minimized inconsistencies within
the overall hierarchy. The resultant choices for these
flexible cases are indicated by entering the linkage
in the appropriate subcolumn within Table 7. This
process continues iteratively until all hierarchical lev-
els are established. Once the positioning of all areas
is achieved, the wiring diagram can be added by in-
clusion of all linkages listed in the constraint table.

The hierarchical scheme that results from this anal-
ysis is shown in Figure 4. It includes all of the 32
visual cortical areas organized into 10 hierarchical
levels. Each visual area is represented by a box col-
ored in the same shade as on the cortical map (Fig.
2). In addition, we have included at the bottom the
2 subcortical levels (retina and LGN) that represent
the primary source of visual inputs to the cortex. Fi-
nally, we have included at the top several uncolored
entries that represent some of the linkages of the
visual system to other sensory modalities and to
“higher” associational cortex (see below).

As already noted, the coloring scheme for different
areas provides information about the geographical lo-
cation and the cortical processing stream in which
they reside. In the upper part of the hierarchy, orange
and yellow hues represent parietal areas, green hues
represent temporal areas, and brown hues represent
frontal areas. For the areas in the occipital lobe (lower
part of Fig. 4), the primary distinction is between the
M (magnocellular) stream (red and pink areas) and
components of the P (parvocellular) stream (purple,
blue, and violet). The P stream can be further split
into the P-B (parvo-blob) and P-1 (parvo-interblob)
streams of V1 and V2 (see DeYoe and Van Essen,
1988). Connections of V1 and V2 that can be assigned
explicitly to components of these streams are indi-
cated appropriately in the figure; those that have not
been specifically linked are represented by the lines
emerging from the generically labeled bozxes in V1
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Table 7

Hierarchical constraints

Level

Area Lower than lower o Level with
Vi V2, V3, V3A, PIP, V4, Va1, MT,

PO, MSTI?
V2 V3, VP, V3A, V4, Va1, MT, PO, MSTd, MSTI, FST,

FEF
V3 V3A, PIP, V4, V&, MT, PO,

MSTd, FST, LIP, VIP, FEF, TF
VP PiP, V4, PO, MT, VOT, MSTd, FST, LIP, VIP, V3A

FEF, TF
V3A V4, DP, MSTd, MSTI, FST, LIP, FEF MT
PIP v4, PO, DP
PO MSTd, MSTI, 7a, FEF op MT
v4 VOT, OP, LIP, FST, PITd, PITv, CITd, CITv, MT, V&t

FEF?, AlTv, TF, TH, 46
Vét MSTd?, MSTI?, FST, FEF MT
MT MSTd, MSTI, FST, LIP, VIP, FEF, 46 Véat
MiP
MOP
vOoT PITd, PITv
DP MSTI2, 73, 46 MSTd

up

FST STPp MSTd
VIP FEF MSTI, FST MSTd
up Ta, FEF, 46 TF MSTd, FST PITv
MSTd FEF, STPp, PIT?, TF Ta ViP
MSTI FEF, STPp FST
PIT FEF, 46 ST
PITd CiTv?, AITd?, AlTv?
PITv CiTd?, CITv?, AITd?, AlTv?, TF?, TH up
I TH STPp
CId AlTd?, AlTv?
CiTv AlTd?, AlTv?, TF
Ta AlTd, TF, TH 457 FEF
FEF AlTd 45
STP
STPp STPa, TF, TH o
STPa TF, TH, 46
AITd
AlTy TF, TH
46 AITd TH
TF FST, 46
TH

and V2. A similar strategy is used to represent con-
nections berween regions representing more than a
single area in our partitioning scheme. For example,
there are connections of PIT that cannot yet be as-
signed specifically to PITd or PITv. The connection
between 7a and STP is also of this type, but we have
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shown this as a linkage with STPa in particular, in
order to avoid the complications of an STP entry that
would have to be placed between 2 levels. Areas MIP
and MDP have been placed at the fifth hierarchical
level, even though the connections known for both
areas are ambiguous (bilaminar retrograde labeling)



Table 7

Continued
Level Higher Higher than Indeterminant
Vi Vo, PIP, VIP
V1.V2 VP
/4 V3
VP VI.V2. V3 PO
V1,V3, VP VZ,MT. 73
V1,V2,V3, VP, PIP V3A, Va1, MIP, MDP,
VIP, LIP
V1,V2,V3, VP, V3A, PIP
V4 V1,VZ, V3 PO
V4, PO V3A V1.V2,V3, VP PIP
PO, 7a
PO, 7a
VP, V4 V2
PO V3A, PIP, V4 FST, FEF
PIT, LIP, ViP, MSTI, TF V2,V3,VP, V3A, V4, Var, DP, 7a, FEF
MT
V3, VP MT V2,P0,UP, 7a
ppP V3, VP, V3A, v4, MT PO, VIP, MSTI
FST. LP pP V2,V3, VP, V3A, VA17,
MT, PO
VIP V172,V2, V3A, MT, PO, LIP, 7a
V&2, DP?
MSTd?
V4, Vot
va, Vot
FEF, 46
vd, PiTv
V4, PITd, PITv
MSTd PO. OP, LIP PIP, VIP, FST, MSTI,
STP, MiP, MDP
Ta V2,V3, VP, V3A, PO, DP, CIT, FST, STPp
V42, Vé, MT, MSTd,
MSTI, VIP, LIP
Ta
MSTd, MSTI, FST FEF, 46
STPp AITd
7a, FEF, PITd?, PITv?, STPa, TF, TH
CITd7.CITv?, 46
V4, PITd?, PITv?,
CITd?, CITv?
TF 7a?, FEF Va4, MT, DP, LIP, PIT, CIT, STPp
STPa
LIP V3, VP, V4, PiTv, MSTd, AITd
CITv, AlTv, 7a, STPp,
STPa
45 V4, PITv, CIT, Allv, AITd

STPp, STPa, 7a

and would technically be consistent with placement
at any lower level. This assignment is obviously pro-
visional, pending additional connectivity informa-
tion. However, it would be surprising if either MDP
or MIP ultimately ended up at a lower level, because
there is a strong tendency for areas positioned more

anteriorly in the cortex (to the right on the cortical
map) to be situated at higher levels of the hierarchy.

This hierarchy is consistent with all but 3 of the
relationships listed in the constraint chart. One ex-
ception is the linkage between FST and TF, which
constrains TF to be level with or lower than FST
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(Boussaoud et al., 1990). Another is the connection
berween MSTd and PIT, which constrains PIT to be
higher than MSTd. The third is the connection be-
tween AITd and 46, which constrains 46 to be level
with or lower than AITd. All attempts to reposition
these areas led to an even larger number of inconsis-
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tencies. Hence, we regard the current version as a
“best fit” to the available data. It is notable that all 3
of these inconsistencies involve relationships that were
already questionable from an earlier stage of the anal-
ysis.
The sheer complexity of Figure 4 makes it difficult




in many places to trace the lines representing specific
pathways. In order to permit inspection and updating
of these connections in a flexible manner, we created
the hierarchy on a graphics drawing program (canvas)
that runs on Macintosh computers. Each area and all
of its connections are represented in a different “lay-
er” that can be independently switched on or off,
thereby allowing easy visualization of any desired
subset of the overall hierarchy.

The current hierarchy is more extensive than, but
otherwise largely consistent with, recently published
hierarchical schemes that have been based on similar
anatomical criteria (Van Essen, 1985; Andersen et al.,
1990; Boussaoud et al., 1990). However, there are a
fewsignificant differences that merit explicit mention.
Our new version differs from the Van Essen (1985)
scheme in having area 7a moved 1 step higher and
area DP 1 step lower. The differences with the An-
dersen et al. (1990) scheme are slightly greater: (1)
We have DP 1 step lower and PO 2 steps lower than
in theirs; (2) we have MSTd/I level with LIP, rather
than above it; (3) instead of a single area IT sitting
above 7a, we have multiple subdivisions of IT, and
AITd/v above and CITd/v level with 7a; and (4) in-
stead of a single STP, we have STPp and STPa, with
only the former being level with 7a. The differences
with the Boussaoud et al. (1990) scheme include (1)
our positioning of areas V3A and DP each at 1 stage
lower than in theirs, (2) our positioning of 7a at 1
stage higher than their PP/IPG, and (3) our position-
ing of TF several stages higher than in theirs. In most
instances, these differences can be traced to the way
in which different investigators have interpreted the
various irregularities and conflicts that we have al-
ready discussed in connection with Table 6.

Significance of Hierarchical Irregularities

The red lines in Figure 4 indicate the 33 linkages
having one or another of the hierarchical irregulari-
ties discussed in connection with Table 6. Their pres-
ence raises the issue of whether the cortex is inher-
ently only 2 “quasi-hierarchical” structure that contains
a significant number (perhaps 10%) of bona fide ir-
regularities and exceptions to any set of criteria that
can be devised. Alternatively, the visual cortex might
contain an essentially perfect anatomical hierarchy
that has been imperfectly studied using inherently
“noisy”’ methods of anatomical analysis. Either inter-
pretation is an interesting one, in our opinion, but
we doubt that it is possible to obtain a clear-cut answer
on the basis of currently available data.

The anatomical data on which our analysis is based
are often fuzzy and replete with uncertainties of one
or another type. Thus, it would have defied the odds
if every single one of the 305 pathways had fit pre-
cisely into an orderly hierarchy. It is very likely that
at least a few of the laminar and hierarchical assign-
ments cited in our analysis will change when addi-
tional experimental data become available. If one sus-
pects that the underlying biology is extremely orderly,
one would predict that the apparent discrepancies
listed in Table 6 will largely disappear upon careful

Figure 5. Histogram of number of hierarchical levels raversad by different patimways.
Most pattways traverse only | or 2 levets, but a few escend or descend as meny
as 6 or 7 levels.

reexamination, thereby improving the overall fit to
the hierarchy. This might be accompanied by changes
in some of the specific hierarchical assignments. If,
on the other hand, one suspects that a hierarchical
relationship merely reflects a strong statistical bias,
the prediction would be that an increasing number
of unambiguous inconsistencies with our scheme will
be found. This is a matter of speculation at the mo-
ment, and we do not take a strong stand on either
side, except to emphasize that the issue is amenable
to experimental validation or refutation. To distin-
guish incisively among different alternatives, how-
ever, it is crucial that reports of anatomical connec-
tivity be as precise and quantitative as possible with
regard to basic questions of (1) the confidence with
which sources and targets have been identified in
relation to areal boundaries and (2) the exact laminar
distribution of anterograde and retrograde tracers.

As a reminder, we note that about 10% of the path-
ways shown in Figure 4 are distinctive in terms of
being sparse, occasional, or controversial in nature,
and a somewhat larger percentage is based on infor-
mation currently available only in abstracts. We found
that resolution limits made it impractical to flag these
special cases by distinctive colors in the figure, but
they can nonetheless be readily tracked down with
reference to Tables 3 and 5.

Number of Levels Traversed

While some pathways link areas at the same or im-
mediately adjacent hierarchical levels, the majority of
pathways traverse more than 1 level. For example, V1,
at the first cortical level, projects to areas at the next
4 levels, from the second (V2) to the fifth (MT). The
extreme limit is represented by the projections from
areas V3 and VP (level 3) to parahippocampal areas
TF and TH (level 10), thereby traversing 7 hierarchi-
cal levels. Moreover, because V3 receives direct in-
puts from V1, it is, in principle, possible for signals
to span the entire visual hierarchy with only 1 relay.
The route from V1 to MT to area 46 provides another
example of this type.

A systematic analysis of this issue is shown in Fig-
ure 5a, which is a histogram of the number of levels
separating all pairs of visual areas known to be inter-
connected. The mean value is 1.8 levels. Signals that
traversed the hierarchy at approximately this rate
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Figure 6. Relationship of laminar patterns for cefls of origin to number of levels treversed. The grest majority of biaminar pattems (apen ragions) arise from pathways traversing
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would pass through 5 or 6 stages between start and
finish.

Given that ascending pathways and descending
pathways can both be associated with a retrograde
labeling pattern that can be either bilaminar or uni-
laminar (supragranular for ascending, infragranular
for descending), we wondered whether there was
anything systematic about the occurrence of one or
the other pattern. Figure 6 shows that there is an
interesting difference along these lines. Descending
and ascending pathways are indicated, respectively,
by negative and positive values for the number of
levels crossed. Pathways originating from unilaminar
patterns are indicated by solid bars, those of bilaminar
origin are indicated by open bars, and the mixed as-
signments (S/B and 1/B) are indicated by shading.
There is considerable overlap between bilaminar and
unilaminar populations. Nonetheless, it is apparent
that the more specific unilaminar projections, on av-
erage, traverse more hierarchical levels than do the
bilaminar projections: 2.68 levels for I patterns, 2.76
levels for S patterns, and 1.71 levels for B patterns,
excluding all of the lateral pathways. These differ-
ences (S vs. B; I vs. B) are highly significant (p <
0.005, Student’s ¢ test). Stated differently, a majority
(60%) of the pathways traversing only 1 level are of
bilaminar origin, whereas a majority (66%) of those
traversing 2 or more levels are of unilaminar origin.

In the anterograde direction, it is instructive to
consider the subset of pathways that show mixed, or
borderline, termination pauerns (C/M and C/F pat-
terns in Tables 5, 6). On average, these pathways tra-
verse less than 1 level (~0.8), which is less than half
what would be expected if they were picked randomly
from the overall pool. Thus, it appears that, in both
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retrograde and anterograde directions, differences in
laminar patterns are statistically correlated with the
number of levels separating any given pair of areas,
as well as the sign (ascending, descending, or lateral)
of the relationship.

A related set of questions arises when considering
connectivity patterns and hierarchical relationships
among adjacent visual areas, that is, ones that share
a common boundary in the intact cortex. In terms of
connectivity, the great majority of areas that adjoin
one another are directly and reciprocally intercon-
nected. There are only a few clear-cut exceptions,
such as the reported lack of a connection between
ventral area V2 and adjoining areas TF and TH. Thus,
while many pathways connect areas that are widely
separated within the cortex, it is rare to see adjoining
areas that fail to communicate directly with one an-
other.

In terms of hierarchical relationships, the majority
of adjoining areas are either at the same level or are
separated by only 1 level. However, there are nu-
merous examples of neighboring areas separated by
2 or 3 levels (e.g., V2/V4, VP/V4, and PIP/VIP). The
maximum hierarchical jump between neighbors is the
8 steps between V2 and TF/TH, but very few others
are separated by more than 1 level.

Finally, the tendency for areas more anterior in the
cortex (to the right on the map in Fig. 2) to be at a
higher level, or at least the same level, is quite strik-
ing. This geographical relationship was pointed out
by Rockland and Pandya (1979), at a time when only
a handful of well-defined areas were known, and our
point here is simply that the trend persists even at
the much finer grain of analysis now available. How-
ever, there are a few specific counterexamples, such




as the fact that TF and TH are posterior to, but at a
higher level than, AITd and AITv, and likewise for 7a
versus MT, MSTd, MSTI, and FST. With the exception
of MDP and MIP (see above), these geographical con-
siderations played absolutely no role in the formu-
lation of the cortical hierarchy, so we regard the “an-
terior signifies upwards” trend to be genuine and
perhaps of significance with regard to the way in which
the number of visual areas has increased during evo-
lution.

Hierarchical Relationships in Other Regions

and in Other Species

The visual cortex has extensive connections with a
variety of nonvisual areas, both cortical and subcor-
tical. It is naturally of interest to know the levels at
which communication takes place between different
functional modalities and whether these other sys-
tems are themselves hierarchically organized.

Four nonvisual areas, chosen because they can be
directly linked to the visual hierarchy in an orderly
fashion, are shown by the noncolored boxes in Figure
4. One of these is somatosensory area 7b, which is
connected to areas MSTd and MSTp (Andersen et al.,
1990) in a way that places it at the eighth hierarchical
level. This allows us to link the visual hierarchy with
a somatosensory hierarchy that will be discussed be-
low.

The 3 remaining entries shown in Figure 4 [area
36, the entorhinal cortex (ER), and the hippocampal
complex (HC)] are all associated with the limbic sys-
tem. Area 36 (TG, or temporal polar cortex) is a strip
of polysensory neocortex that adjoins entorhinal cor-
tex, area TF, and AITv. It can be placed at the same
level as TF because it receives lateral projections from
TF and area 46 as well as ascending projections from
7a and perhaps also AIT (Van Hoesen and Pandya,
1975; Goldman-Rakic et al., 1984; Seltzer and Pandya,
1984). The analysis is less straightforward for ento-
rhinal cortex, a complex of several small areas (Amar-
al et al., 1987) all having a transitional architecture
that lacks the cell-dense layer 4 characteristic of most
neocortical areas. Entorhinal cortex receives neocor-
tical inputs preferentially from the superficial layers
of areas STPp, STPa, TF, TH, 46, and 36 (Amaral et
al., 1983; Insausti et al., 1987). This suggests that ento-
rhinal cortex is at a higher level than all of the neo-
cortical areas with which it is connected. The fact that
the inputs from these neocortical areas terminate in
superficial layers of ER (Van Hoesen and Pandya, 1975)
appears, at first glance, to argue against this assign-
ment. However, we presume that the superficial ter-
minations may be related to the absence of a standard
granular layer 4 in ER. This interpretation fits well
with the fact that the projections from the olfactory
bulb, which clearly represent ascending sensory in-
puts, also terminate in superficial layers in both the
pyriform cortex and the olfactory portion of ento-
rhinal cortex (Turner et al., 1978; see also Swanson
et al., 1987).

At the top of the hierarchy, we have placed the
hippocampal complex, an archicortical region that

includes the dentate gyrus, fields CA1 and CA3, and
the subiculum, parasubiculum, and presubiculum. The
architecture and connectivity of the hippocampal
complex is radically different from the neocortical
areas discussed above (cf. Swanson et al., 1987).
Hence, it should not be surprising that a modified set
of criteria would be necessary for making any hier-
archical assignments. Our assignment is based on the
fact that the projection from entorhinal cortex arises
predominantly from superficial layers, at least in the
rat (cf. Swanson et al., 1987), and terminates strongly
in the dentate gyrus (Van Hoesen and Pandya, 1975),
which, despite its different topology, is a granular
layer analogous to neocortical layer 4. Also, the re-
ciprocal projection from CAl terminates mainly in
deep layers of entorhinal cortex (Saunders and Ro-
sene, 1988), and hence is complementary to the neo-
cortical inputs that terminate mainly in superficial
layers. Thus, the hippocampal complex is arguably at
a higher level than neocortical and transitional cor-
tical areas. We reiterate, however, that this illustration
is deceptive in one sense, because the hippocampus
and entorhinal complex are by no means the only
high-level targets of visual information flow (see be-
low).

Somatosensory and Motor Cortex

The notion that forward and feedback connections
can be used to delineate hierarchical relationships is
nearly as old for the somatosensory cortex as it is for
the visual cortex. The first hierarchical scheme pro-
posed for the somatosensory cortex involved 4 stages
of processing among 5 somatosensory areas (Fried-
man, 1983). More recent studies have extended this
hierarchical analysis to include more areas and con-
nections, including several motor areas (Friedman et
al., 1986; Neal et al., 1987). As in the visual system,
the number of areas and pathways has become so large
that it is difficult to analyze all of the critical relation-
ships without having an organized database for the
relevant circuitry. Because of our interest in under-
standing the detailed hierarchical relationships among
different modalities, we have extended our analysis
to include the 62 known connections among 13 areas
of the somatosensory and motor cortices. The laminar
information pertaining to these pathways is contained
in Table 8, whose format is identical to that of Ta-
ble 5.

As in the visual system, reciprocity of connections
between areas appears to be a general rule, but there
are several possible exceptions, including pathways
from 7b to 1, SII to 4, and granular insular (Ig) to
dysgranular insular (Id) that apparently lack connec-
tions in the reverse direction. The great majority of
pathways fit cleanly into ascending, descending, and
lateral connections according to the same criteria used
for the visual cortex. However, by this point, it should
not be surprising to find that there are a few irregu-
larities that must be addressed. For example, the pro-
jection from SII to 7b appears to terminate in a mixed
C/F (columnar/forward) pattern (Friedman et al.,
1986), and there are conflicting reports on the ter-
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Table 8

Connectivity table for sensorimotor areas

1 2 3 4 5 i 7 8 9 10 1 12
Outputs Inputs Hierar-
Termi- Termi- chical
Brigin nation Direction Ongin nation Direction refation-  Levels
From To (S.8,) (FC.M {A.LD From To {S.8.1) (F.C. M} (A LD) ship crossed
3a i 1 Ja M D 1
Ja 2 S F A 2 Ja m? 0? AD? 2
33 | S A Sl 38 M D AD 5
3b 1 F A 1 3b M D AD 1
B 2 S F A 2 3b M(S) D AD 2
b Sit S F A Si 3 M D AD 5
1 2 /B F A 2 i M(S) D? AD? 1
1 5 U 5 1 M D 2
1 St S F S Sl 1 M D AD 4
1 Tb F S T 1 NR 5
2 5 F A 5 2 S A NC 1
2 b F A Tb 2 Si3.4) A? NC? 4
2 i S A Sl 2 M D AD 3
2 4 F A 4 2 1/8? ? 5
2 SMA F A SMA 2 ]
5 Ri Ri 5 I M D 1
5 16 S F A Tb 5 i M D AD 3
5 4 B F 4 5 $? NC 4
5 SMA f A SMA 5 M D? AD? 5
5 N Sl 5 u 2
5 6 B 6 5 5
Ri Tb S f A Tb Ri M D AD 2
Ri Sl S F A sil Ri M D AD !
Ri ] S F ig R M D AD 3
St Th S C/F b Sl S M/F ? NC 1
Sl )] S F A Iy Sl M) D AD 2
st id B F A id Sl B M D AD 3
St 4 F1(3) A? 4 Sl u NR? 2
Sil 6 F33) A? ] S 3
Tb Ig F A g Tb | 0 AD 1
Tb 6 B F A 6 T M AD 2
b 4 BA D? 4 b 1
I id id ig M/C NR 1
4 SMA S/B H3)/C? ALY SMA 4 B/S m/c? D/L? AD? i
4 ] S/B H3)/C? ALY 6 4 B m/C? D/L? AD? 1
6 SMA c? L? SMA ] c? L7 4? 0
] 35 F? A? 35 id | D AD? 1
id 36 36 id B 1
This table shows connections among somatosensory and motor areas in the macague. Format and symbols are identical to those used in Table 5.
*Reference key:
AAES, 30 Andersen, Asanuma, Essick, and Seigel, 1990 FMOM, ‘86 Friedman, Murray, O'Neill, and Mishkin, 1986
F. 83 Friedman, 1983 GLKR, 84 Godschalk, Lemon, Kuypers, and Ronday, 1984
FJB, ‘80 Friedman, Jones, and Burton, 1980 J. ‘84 Jiirgens, 1984 (squirel monkey)
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Table 8

Comtinued
13 14 15 16 17 18
Output References* Input References*
Special Special
Origin Termination {E.R.S. Al Origin Termination (E.R.S. A)
PK, 86
PK, ‘86 JCH. 78 PK, ‘86
FMOM, '86 FMOM, ‘86
JCH, ‘78 VP, ‘78; PK, '86
PK, ‘86 JCH, ‘78 PK, ‘86
FMOM, ‘86 FJB. ‘80 FMOM, ‘86
PK. ‘85 PK, ‘86 PK, ‘86
E: PK, '86 PK, ‘86
FMOM, "85 FJB. 80 FMOM, ‘86
PK, ‘86 A: FMOM, ‘86
PK, ‘86 PK. 86
PK, ‘86 PK, ‘86 A: FMOM, ‘86
FMOM, ‘86 FMOM, ‘86
JCH, 78 PK, ‘86
JCH, ‘78
NPP, ‘87 FMOM, ‘86
NPP, ‘87 NPP, ‘87 NPP, 87 NPP, '87;
AAES, 90
GLKR, 84 JCH, '78; K, '78; PK, ‘86
PK, ‘86
JCH, '78 J, ‘B4{SqM)
A: JCH, '78;
E: PK, ‘86
GLKR, '84
NPP, ‘87 NPP, '87
FMOM, ‘86 F. '83; F. '83;
FMOM, '86 FMOM, ‘86
FMOM, '86 FMOM, 86 FMOM, ‘86
NPP, ‘87 FMOM, 86 FMOM. '86 FMOM, '86;
NPP, ‘87
FMOM, '86 F, 83 FMOM, ‘86
FMOM, '86
FMOM, ‘86 F, '83; FMOM, ‘86 FMOM, ‘86
FMOM, 86
FMOM, ‘86 A:FJB, 80 E:FJB, 80
FMOM, ‘86
NPP, ‘87 NPP, ‘87
GLKR, 84 FMOM, ‘86; K '78
AAES, ‘90
GLXR, ‘84
A FMOM, ‘86 FMOM, ‘86
PS, 85 JCH, 78; MS, 79 J. ‘B4{SqM);
MCGR, ‘86: GLKR, B4 PS, ‘85
PS. ‘85
GLKR, ‘B4 PS, ‘85 GLKR, '84; PS, ‘85
PS, ‘85 MCGR, 86 MCGR, ‘86 MCGR, ‘86
K, '78; J, "BA(SqM)
MCGR, ‘86
FMOM, ‘86 FMOM, ‘86
FMOM, 86
JCH, ‘78 Jones, Coulter, and Hendry, 1978 NPP, ‘87 Neal, Pearson, and Powell, 1987
K ‘78 Kinzle, 1978 PK. ‘86 Pons and Kaas, 1986
MCGR, 86 Matelli, Camarda, Glickstein, and Rizolani, 1986 PS. '85 Primrose and Swick, 1985
MS, ‘79 Muakkassa and Strick, 1979 VP, 78 Vogt and Pandya, 1978
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Figure 7. A proposed higrarchy for somatosensory and motor arees, based on 62
lirkages smong 10 somatosensory and 3 motor areas. Hierarchica! assignments are
based on the lamanar information contained i Table 7. Also included in the hererchy
are connections with visual area /2 {cf. Fig. 4] and with higher associational arsas
35 and 35. Counting the highest level, there are 10 levels in the hierarchy, and
possibly an eleventh, depending on uncertainties with regerd to interconnectrons among
motor aress (see text).

mination pattern in the reverse direction, with Neal
et al. (1987) and Andersen et al. (1990) reporting a
descending projection from 7b to SII and Friedman
etal. (1986) reporting an ascending projection. There
are also apparent inconsistencies in the linkages be-
tween areas 2 and 5, 2 and 7b, and 5 and 4, in that
both directions appear to be of the ascending pattern
(Jones et al., 1978; Pons and Kaas, 1986). However,
some of these assignments are based on our inter-
pretation of 1 or 2 schematic illustrations, and it is
important that these questionable cases receive fur-
ther scrutiny. In the motor cortex, a critical issue is
whether the projections among areas 4 and 6 and SMA
(supplementary motor area) are all of the columnar
(C) pattern or whether there are ascending projec-
tions from 4 to SMA and descending projections from
6 to 4. The patterns illustrated in the literature (Jones
et al., 1978; Kiinzle, 1978; Matelli et al., 1986) are
difficult to interpret unambiguously, but Primrose and
Strick (1985) reported in an abstract that the premotor
areas (SMA and 6) appear to be at a higher level than
area 4 on the basis of both anterograde and retrograde
labeling patterns. The ascending anterograde patterns
they described terminated preferentially in layer 3
rather than layer 4, but this seems a reasonable as-
signment given that the motor cortex lacks the gran-
ular layer 4 characteristic of most other neocortical
regions.
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Figure 7 shows the somatosensory-motor hierar-
chy that results from the systematic application of the
pairwise hierarchical assignments contained in Table
8. Somatosensory areas are outlined with heavy lines,
motor areas are shaded, and other areas (visual and
associational) are outlined with fine lines. In brief,
this hierarchy starts with areas 3a and 3b at the bottom
and extends in successive stages through areas 1, 2,
5, retroinsular (Ri), SI1, 7b, Ig, and Id. The motor
areas included are areas 4, 6, and SMA, with area 4
placed at a lower level than the other 2. The other
nonsomatosensory areas shown (with thin outlines)
are area 7a of the visual cortex and associational areas
35 and 36 of the perirhinal cortex, which are included
in order to indicate the relationship to areas shown
in the visual hierarchy (Fig. 4).

Remarkably, the 9 levels of the somatosensory-
motor hierarchy are nearly as many as the 10 levels
of the visual hierarchy, even though there are fewer
than half the number of areas involved. This scheme
is based on a larger number of connections than in
the schemes proposed by Friedman et al. (1986, their
Fig. 16) and Neal et al. (1987), but it is similar to
theirs in most respects. The major difference with the
Friedman et al. (1986) scheme is that we have placed
each area at an explicit level of the hierarchy, rather
than relying as they did on a large number of arrows
to reflect pairwise hierarchical relationships. It was
only after doing this that we appreciated that there
are so many levels in the somatosensory-motor hi-
erarchy. Also, we have placed area 7b above SII, rather
than below as in their scheme, pending resolution of
the conflicting observations mentioned above. The
differences with the Neal et al. (1987) scheme involve
the relative placement of areas 5, Ri, SII, 7b, and 1g,
which we have repositioned on the basis of the ad-
ditional evidence included in our analysis.

As already noted, the pathways between the so-
matosensory and visual systems allow the different
modalities to be linked into a unified sensorimotor
hierarchy. The configuration of this unified hierarchy
can be inferred from examination of Figures 4 and 7
together, but it can also be visualized directly, in a
manner that we have illustrated elsewhere (Van Essen
etal., 1991). For the most part, each level in the visual
system can be matched to a corresponding level in
the somatosensory-motor system, and vice versa. This
is not invariably the case, however, because area 36
is 3 levels above areas 72 and 7b in Figure 7 but only
2 levels above them in Figure 4. This suggests that
one of the intervening somatosensory-motor levels
lacks a corresponding visual level, assuming that these
hierarchical assignments are indeed all correct.

Auditory Cortex

In the auditory system, Galaburda and Pandya (1983)
analyzed connections among 12 cytoarchitectonic ar-
eas that they identified within the superior temporal
gyrus and supratemporal plane of the lateral sulcus.
These areas were grouped into 4 rostrocaudally aligned
triplets of “‘root,” “core,” and “belt” areas. Their anal-




ysis showed the same basic types of laminar patterns
found in the visual and somatosensory systems, in-
cluding S, B, and 1 patterns for cells of origin. With
anterograde labeling, they found that the feedback-
type pattern was generally strongest in layer 1, but
otherwise conformed to the F, C, and M description
that we have used. They reported that rostral-to-cau-
dal projections tended to be of the descending pat-
tern, and that caudal-to-rostral projections tended to
be ascending in some cases but columnar in others.
In the mediolateral direction, their description sug-
gests that each of the belt areas is at a higher level
than the corresponding core area. However, the re-
lationship described for the root areas is incompatible
with an internally consistent hierarchy: The root areas
show a descending projection to both belt and core
areas, but the reciprocal projection from belt and core
to the root areas are described as columnar. Clearly,
this issue merits further investigation, in order to as-
certain whether these constitute unequivocal con-
flicts with an orderly hierarchy of auditory areas. One
small piece of evidence in further support of an au-
ditory hierarchy comes from a single tracer injection
in the postauditory area (Pa), which demonstrated
descending projections to Al and ascending connec-
tions to a different auditory area (Friedman et al,,
1986).

It is also important to have more information on
the linkage between auditory and visual systems. It
is known that there are auditory projections to the
polysensory, but predominantly visual-association area
STP (Galaburda and Pandya, 1983; Seltzer and Pan-
dya, 1989b), but there is insufficient information about
the laminar patterns to ascertain specific hierarchical
relationships.

Otber Cortical Regions

The remaining regions of the neocortex yet to be
incorporated into our analysis include much of the
frontal lobe (orbitofrontal, lateral prefrontal, dorsal
prefrontal, and medial prefrontal), as well as cingu-
late, retrosplenial, and insular regions. Many of these
regions have strong interconnections with areas near
the top of the visual hierarchy, including areas 46 and
7a, and with somatosensory areas, as well (Selemon
and Goldman-Rakic, 1988; Barbas and Pandya, 1989;
Cavada and Goldman-Rakic, 1989b). However, there
is not a great deal of information about the specific
laminar patterns for pathways to and from precisely
defined areas in these regions. One striking finding
is that large paired injections centered in areas 7a and
46 led to interdigitating columnar patterns of termi-
nations in some regions (e.g., cingulate cortex and
orbitofrontal cortex), even though the same injec-
tions contributed to complementary (ascending and
descending) patterns in other regions, such as the
STS (Selemon and Goldman-Rakic, 1988). If this ob-
servation is confirmed using small tracer injections
clearly confined to single cortical areas, it would in-
dicate a clear breakdown in hierarchical relation-
ships. Thus, there is a strong possibility that substan-

tial portions of frontal and cingulate cortex lie outside
the hierarchical framework proposed here for sensory
and motor areas. In this regard, it is of interest that
the incidence of irregularities in the current visual
hierarchy (red lines in Fig. 4) seems to increase at
progressively higher levels, suggesting a gradual rath-
er than abrupt breakdown. However, this trend may
instead simply represent the greater uncertainty and
ambiguity about many of the high-level assignments.

The olfactory system is the last of the sensory mo-
dalities for which laminar information about some of
the major connections is available. In the macaque,
there are several paleocortical and transitional corti-
cal areas associated with olfaction (pyriform cortex,
periamygdaloid cortex, and the olfactory portion of
the entorhinal cortex). Each of these regions receives
direct inputs from the olfactory bulb that, as already
noted, terminate preferentially in superficial layers of
cortex (Turneretal., 1978). The reciprocal projection
from ER terminates in the deeper layers of the pyri-
form cortex, at least in the rat (cf. Haberly, 1985).
Thus, using a different set of criteria for forward and
feedback directions, it should be possible to deter-
mine whether an orderly anatomical hierarchy can be
identified in the olfactory system.

Subcortical Projections

All visual areas that have been appropriately exam-
ined have extensive connections with a variety of sub-
cortical structures. Indeed, it would not be surprising
if the sheer number of corticosubcortical pathways
exceeds that of the corticocortical pathways analyzed
in this article. These include linkages with nuclei in
the forebrain (amygdala, claustrum, caudate nucle-
us), thalamus (pulvinar, reticular nucleus), midbrain
(superior colliculus), brain stem (pons), hypothala-
mus, and basal forebrain, to name just some of the
prominent structures (cf. Tigges and Tigges, 1985;
Yeterian and Pandya, 1985; Andersen, 1987; Iwai and
Yukie, 1987; Kaas and Huerta, 1988). In many cases,
the connections are strongly reciprocal in nature, just
as is characteristic of corticocortical pathways.

The pulvinar complex is physically the largest vi-
sually related nucleus and the most interesting to
consider with respect to possible hierarchical rela-
tionships. The projections from cortex to different
pulvinar subdivisions originate predominantly from
layer 5, and the reciprocal projections from the pul-
vinar terminate most heavily in layers 4 and 3 of the
extrastriate cortex (Lund et al., 1975; Benevento and
Rezak, 1976; Ogren and Hendrickson, 1977). This
would be consistent with the pulvinar lying near the
bottom of the hierarchy and providing ascending pro-
jections to the extrastriate cortex. Interestingly, how-
ever, the pulvinar projection to V1 terminates mainly
in superficial layers, even though the reciprocal path-
way originates from layer 5, just as for extrastriate areas
(Rezak and Benevento, 1979). Thus, there is no clear
basis for placing the pulvinar in a specific hierarchical
relationship relative to V1. The claustrum, on the oth-
er hand, projects to layer 4 of V1 and receives inputs
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Figure 8. Hierarchy of visual cortical areas in cat, based on connections and
laminar patterns reported by Symonds and Rosenquist {1984a.b). Sixteen cortical aress
have been amanged ino 8 hisrarchice! levels. Inerestingly, the bourth and fifth lavels
gach contain many areas, whereas all other levels contain only single entries. ALG,
anterclatersl gyus area; ALLS, anteroiaters] laters] suprasybvian; AMLS, anteromodial
latersl suprasylvian; OLS, dorsotatersl suprasylvian; PLLS, posterofateral lateral supra-
syvion, PMLS, posteromedial latersl suprasylvisn; SVA, splenial visual ares; VLS,
ventrotateral suprasytvian.

from layer 6, at least in the cat (Levay and Sherk,
1981) and thus is arguably at a lower level than any
of the cortical areas.

The amygdala receives inputs from mainly super-
ficial layers of areas in the inferotemporal complex
and STP, whereas its inputs from TF and TH are mainly
from infragranular layers (Aggleton et al., 1980). This
is consistent with the amygdala being at a well-de-
fined level just below TF and TH. Information on the
anterograde terminations from the amygdala to spe-
cific cortical areas would be particularly useful for
testing this possibility more precisely, by ascertaining
whether there is an ascending (F) pattern to TF and
TH and a descending (M) pattern to the other targets.

Otber Species
Although the macaque has been the most thoroughly
studied, there is also a considerable body of infor-
mation about laminar connectivity patterns in other
species. Among other primates, the owl monkey,
squirrel monkey, and bushbaby all show striking sim-
ilarities with the macaque in the layout and internal
organization of the visual cortex, and there are clear
homologies among V1, V2, MT (cf. Kaas, 1988), and
perhaps many more areas (Sereno and Allman, 1991).
In these species, pathways between visual areas are
in general reciprocal, with asymmetries in laminar
patterns similar to that in the macaque (Tigges et al,,
1973, 1981; Weller and Kaas, 1987; Kaas, 1988). Thus,
it seems likely that similar principles of hierarchical
organization apply throughout the primate order, but
this hypothesis clearly merits closer scrutiny.
Among nonprimates, the cat and the rat have been
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most closely studied. In the cat, 18 visual areas have
been identified (Rosenquist, 1985), and connections
between areas are generally reciprocal (Symonds and
Rosenquist, 1984a; Sherk, 1986), just as in primates.
The laminar distributions for individual pathways
generally fit to 1 of the 3 categories we have used,
namely, S, B, or I for cells of origin and F, M, or C
for terminations (Gilbent and Kelly, 1975; Bullier et
al., 1984; Symonds and Rosenquist, 1984a,b; Sherk,
1986). Laminar patterns for pathway terminations have
not been studied as extensively as for the cells of
origin, but the illustrations provided in Symonds and
Rosenquist (1984a) suggest that the anterograde and
retrograde labeling patterns are typically consistent
with our scheme for ascending and descending path-
ways (Fig. 3). Moreover, when hierarchical assign-
ments can be made independently for each direction
of a reciprocal pair, the patterns are in general com-
plementary. On the other hand, it has been explicitly
suggested that connectivity patterns in the cat are not
consistent with an anatomical hierarchy (Symonds and
Rosenquist, 1984b; Rosenquist, 1985) . This argument
is based mainly on the occurrence of a bilaminar or-
igin for pathways that would otherwise be constrained
to be ascending, as in the specific case of area 19
projecting to area 21a. However, we have already dis-
cussed the need in the primate cortex to treat bilam-
inar retrograde labeling patterns as completely am-
biguous with regard to hierarchical assignments.
Byapplying our revised criteria to connectivity pat-
terns described in Symonds and Rosenquist (1984a,b)
for visual cortex in the cat, we have constructed an
orderly hierarchy that involves 62 connections among
16 areas organized into 8 levels (Fig. 8). In particular,
areas 17, 18, and 19 are located at the first, second,
and third stages, respectively. Thus, each occupies a
different level despite the fact that they all receive
major, direct inputs from the LGN (cf. Stone et al,,
1979). This serves to reinforce a point already made
in relation to the macaque, namely, that major path-
ways often traverse more than 1 hierarchical level.
They are followed by 2 levels, each containing nu-
merous entries (areas PLLS, PMLS, SVA, and ALG at
the fourth level and areas AMLS, ALLS, DLS, VLS, 21a,
and 20b at the fifth level). Finally, the top 3 levels
revert to the pattern of containing only single entries
(area 7 at the sixth level, area 20a at the seventh level,
and area 21b at the eight level). There are a few ap-
parent inconsistencies with this scheme, however.
Specifically, using retrograde tracers, the connections
between PMLS and PLLS are reported to have an in-
fragranular labeling pattern in both directions, and
the projection from VLS to area 19 has a predomi-
nantly supragranular origin, even though it is con-
strained to be higher by its other connections. These
laminar assignments were based on relatively small
numbers of retrogradely labeled cells, however. With
anterograde tracers, the projections from area 21a and
area 19 appear not to terminate in a feedback pattern
in area 18 despite their being constrained to be at a
higher level. Overall, we infer that the cat may have
a similar pattern of hierarchical organization as in the




macaque, as well as a similar incidence of irregular-
ities whose biological significance remains to be de-
termined. As in the macaque, however, this scheme
is provisional in many respects and is likely to be
subject to various revisions. Other recent reports have
used different partitioning schemes for distinguishing
visual areas, especially in the suprasylvian sulcus (e.g.,
Sherk, 1986), and much remains to be determined
about the connectivity of many of these areas.

In the rat, a recent study by Coogan and Burkhalter
(1990) has revealed consistent asymmetries in an-
terograde labeling patterns between visual areas, in
a manner strongly analogous to the hierarchical re-
lations we have described for primates. These findings
differ from an earlier report by Miller and Vogt (1984);
the difference may be atributed to the greater sen-
sitivity and resolution of the tracer used by Coogan
and Burkhalter (1990). The available evidence sug-
gests that there are at least 3 hierarchical levels in-
volving 5 visual areas in the rat. There are several
additional visual areas in the rat (Olavarria and Mon-
tero, 1984, 1989) whose connectivities have yet to be
explored in detail, so it may be that further analysis
will reveal evidence for additional hierarchical stages.

In summary, a strategy based on laminar connec-
tivity patterns, particularly in the anterograde direc-
tion, provides a rational and objective basis for sys-
tematically assessing hierarchical relationships
throughout the mammalian neocortex. With appro-
priate refinements in the criteria for distinguishing
forward and feedback connections, we have shown
that this hierarchy encompasses the full extent of pri-
mate visual and somatosensory-motor cortex. How-
ever, much remains to be done in order to resolve
the modest number of apparent discrepancies and to
ascertain just how generally this hypothesis applies
across systems and species.

Intertwined Processing Streams in the Visual Cortex
One of the striking features of the visual hierarchy is
the extensive degree of parallel processing, as man-
ifested by the presence of many areas at each level in
the middle portion of the hierarchy (6 areas at level
S, 7 areas at level 7, and 5 areas at level 8 in Fig. 4).
This contrasts sharply with the presence of only 1 or
2 areas at most levels in the somatosensory-motor
hierarchy (Fig. 4 vs. Fig. 7).

The notion of parallel processing streams in the
visual system has received considerable attention dur-
ing the past decade and is the topic of several recent
reviews (e.g., Livingstone and Hubel, 1987b; Maun-
sell and Newsome, 1987; DeYoe and Van Essen, 1988;
Lennie et al., 1990). However, the highly distributed
connectivity that we have analyzed in the present study
raises questions that merit additional discussion. The
central issue we wish to address in the remainder of
this article is the relationship between the low-level
M and P streams that originate in the retina and the
high-level streams associated with areas in the tem-
poral and parietal lobes (Ungerleider and Mishkin,
1982; Desimone and Ungerleider, 1989).

If one considers only the most robust anatomical
pathways, there is striking evidence for segregated
streams over many hierarchical stages (Livingstone
and Hubel, 1984a,b, 1987a; DeYoe and Van Essen,
1988; Zeki and Shipp, 1989; Van Essen et al., 1991).
This is reflected in the color coding of areas in Figure
4. In brief, the M stream, indicated in shades of red,
includes the M layers of the LGN, layer 4B (and also
layer 4Ca) of V1, the cytochrome oxidase (CO)-en-
riched thick stripes of V2, and areas V3, MT, MST, and
probably also areas V4t and V3A. The M stream pro-
vides a notably heavy input into areas of the parietal
lobe, which are indicated in orange. The P stream
originates from P neurons in the retina and LGN (pur-
ple), which then splits into 2 distinct streams that are
relayed through layers 4C8 and 4A of V1. They are
represented in the superficial layers of V1 by the so-
called blob and interblob regions revealed by CO
histochemistry. The blobs and interblobs project, re-
spectively, to the thin stripes and interstripes of V2;
these 2 compartments, in turn, have segregated pro-
jections to V4. Both the P-B (blob-associated) stream,
shown in shades of violet and the P-I (interblob-as-
sociated) stream shown in shades of blue project
heavily (by way of V4) to areas in inferotemporal cor-
tex, which are indicated in shades of green.

Superimposed on this skeletal framework are nu-
merous additional pathways, many of which suggest
extensive cross talk at different stages of processing,
beginning even within V1. Some of this cross talk
appears to be mediated by intrinsic circuitry within a
single area. Malpeli et al. (1981) used reversible in-
activation of specific LGN layers to show that about
¥ of the cells in V1 can be activated independently
through either the M or the P pathway. Anatomical
substrates that might underlie this cross talk include
dendritic arbors that traverse more than 1 geniculate
afferent termination zone in layer 4C, robust projec-
tions from P-dominated layer 4C8 to M-dominated
layer 4Ca, and projections from the M-dominated lay-
er 4B to the P-dominated superficial layers of V1 (Fitz-
patrick et al., 1985; Lund, 1987, 1988). In VI, the
intrinsic connections of blobs and interblobs are
highly specific to regions of the same type (Living-
stone and Hubel, 1984b), but in V2, there appears to
be a greater degree of cross talk in the intrinsic con-
nections of different stripes (Livingstone and Hubel,
1984a; Rockland, 1985).

A second form of cross talk occurs in the ascending
connections between areas. At intermediate levels of
the hierarchy, areas MT, V3, V3A, and V4t all are dom-
inated by M inputs (from the thick stripes of V2 in all
cases, plus layer 4B of V1 for MT and V3). However,
several of these areas receive substantial input from
other stripe compartments of V2. In particular, pro-
jections to MT occasionally arise from thin stripes as
well as thick stripes (DeYoe and Van Essen, 1985;
Shipp and Zeki, 1989). Also, the projections to V3,
V3A, and V4t arise from more than 1 stripe compart-
ment in V2 (Felleman et al., 1988). Area V4 is dom-
inated by P inputs in terms of the direct projections
from V2 thin stripes and interstripes, yet it also re-
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ceives major projections from each of the aforemen-
tioned M-dominated areas V3, MT, V3A, and V4t.

A comparable degree of cross talk persists in the
ascending projections leading to the parietal and in-
ferotemporal lobes. V4 projects most strongly to in-
ferotemporal areas, but it also has substantial projec-
tions to parietal cortex, directly to VIP and LIP and
indirectly through DP, MST, MSTI, and MT. Likewise,
MT projects heavily to the parietal cortex (directly to
VIP and indirectly via MSTd and MSTI1), but it also
has indirect connections with inferotemporal areas
via FST and V4. There are also direct connections
between parietal and inferotemporal areas (LIP-PITv
and 7a-AITd), as well as indirect linkages by way of
FST, STP, and frontal lobe areas.

A third mode for interaction between streams is by
way of feedback pathways. For example, there is ev-
idence that feedback from areas V4 and MT may in-
clude multiple stripe compartments in V2, suggesting
greater cross talk in the descending than in the as-
cending direction (Zeki and Shipp, 1988, 1989; Shipp
and Zeki, 1989). On the other hand, we have seen
cases in which the feedback from V3 and V4 to V2 is
more restricted than the reciprocal ascending path-
way (D.]. Fellemanand D. C. Van Essen, unpublished
observations). The overall issue of cross talk in feed-
back pathways clearly deserves further investigation.

Taken as a whole, this anatomical description does
not support a rigid segregation of pathways all the
way from the magnocellular/parvocellular dichotomy
at the low end to the parietal/temporal dichotomy at
the high end. It remains to be seen to what degree
the divergence and convergence that we have dis-
cussed at the level of areas and compartments as a
whole persists when one examines the inputs and
outputs of single cells.

Single Neuron Connectivity

Thus far, we have concentrated on the connections
of entire areas or of layers and compartments within
areas, without addressing the issue of heterogeneity
among the individual neurons that make up a layer
or an area. Presumably, any given neuron, for exam-
ple, in V4, projects to far fewer areas than the total of
39 areas with which V4 is reported to be linked. In
the extreme, any single neuron might project, at most,
to 1 other cortical target area. Most of what we know
about this issue comes from a relatively small number
of double-retrograde-labeling studies in cats and
monkeys, in which tracers are injected into topo-
graphically corresponding portions of 2 different ar-
eas (cf. Kennedy and Bullier, 1985; Bullier and Ken-
nedy, 1987). In general, this approach reveals a
significant number of doubly labeled cells, signifying
that individual neurons can indeed have collaterals
projecting to more than 1 area. Although the per-
centage of doubly labeled cells is relatively modest
(e.g., less than 10% of the labeled cells in the study
by Perkel et al., 1986), the interpretation of this num-
ber must take into account the likelihood that many,
if not most, singly labeled neurons had collaterals
that went to different areas that had not received a
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tracer injection. The average number of target areas
per cortically projecting neuron could plausibly be
well under or well over 2. In the cat, there is evidence
that this number is greater for descending pathways
than for ascending pathways, and that some cells can
even contribute simultaneously to both directions, by
making both an ascending and a descending connec-
tion (Bullier et al., 1984; Bullier and Kennedy, 1987).

Functional Implications

We have concentrated in this study primarily on an
anatomical analysis that suggests 5 key principles of
primate cortical organization: (1) a large number of
visual areas, (2) highly distributed connectivity among
areas, (3) reciprocity of connections, (4) hierarchical
organization, and (5) distinct, yet intertwined, pro-
cessing streams. We now comment on what these
principles might signify for understanding the func-
tions of different visual areas.

Distributed Hierarchical Processing

The hierarchical scheme for visual cortex that we have
presented is grounded explicitly on anatomical cri-
teria. Whether each level of the hierarchy represents
a distinct stage of information processing is a separate
issue that must be addressed mainly by physiological
and behavioral approaches. One type of physiological
evidence in support of the hierarchy comes from com-
parisons of receptive field size, as conventionally plot-
ted using moving bars or edges (the ‘‘classical” re-
ceptive field). In V1, receptive fields are typically very
small, and they increase progressively at successive
stages of the hierarchy, ultimately approaching the
entire visual field in extent in some of the inferotem-
poral and parietal areas (cf. Van Essen, 1985, for ref-
erences). Ideally, one would like to know whether
these increases occur in stepwise fashion at each hi-
erarchical stage. However, such information is not
readily attainable, given that several factors contribute
to differences in receptive field size, including a strong
dependence on eccentricity, plus effects of anesthesia
and of interanimal variability.

Another important physiological measure con-
cerns the occurrence of emergent receptive field
properties at progressively higher levels of the hier-
archy. For example, area V1 clearly represents a more
advanced stage of processing than the LGN by virtue
of the emergence or sharpening of selectivity for stim-
ulus orientation, spatial frequency, length, direction,
and binocular disparity (cf. Hubel and Wiesel, 1968;
Schiller et al., 1976a-c; Poggio and Fischer, 1977;
DeValois et al., 1982). Until recently, however, there
were few examples of this type to distinguish different
extrastriate areas from one another or even from V1.
That situation is now changing, and a few of the more
notable examples are worth explicit mention: (1) Many
cells in V2, but not in V1, are responsive to patterns
that elicit percepts of subjective contours in human
observers (Peterhans and von der Heydt, 1989; von
der Heydt and Peterhans, 1989). (2) Some cells in
MT, but not in V1, are selective for the motion of a
complex pattern rather than the individual oriented



components (Movshon et al., 1986). (3) Some cells
in the inferotemporal cortex are selective for faces or
other complex patterns (Desimone et al., 1984; Baylis
et al., 1987; Perrett et al., 1987; Saito et al., 1987).
These and other examples support the notion that
higher stages of the cortical hierarchy represent more
advanced levels of processing. Much more evidence
is needed to test the generality of this hypothesis,
however.

The physiological properties discussed thus far
(increases in classical receptive field size and more
advanced receptive field selectivities) may largely re-
flect the contributions of ascending pathways and of
circuitry intrinsic to each area. The massive descend-
ing pathways that are so prominent anatomically may
subserve a different set of functions. One likely pos-
sibility is that descending connections contribute to
a set of modulatory surround influences, in which
stimuli well outside the classical receptive field can
dramatically influence the responses to stimuli within
the receptive field. Such modulatory effects have now
been demonstrated in the analysis of motion (Allman
et al., 1985; Saito et al., 1986), color (Zeki, 1983),
form (Desimone and Schein, 1987), and texture (Van
Essen et al., 1989). Another perspective is that de-
scending pathways may contribute to the modulation
of response properties by visual attention in area V4
(Moran and Desimone, 1985) and more generally, for
dynamic control of the routing of information through
each visual area (Anderson and Van Essen, 1987; Van
Essen and Anderson, 1990). However, there is no
strong basis at present for assigning any of these in-
teractions to a strictly corticocortical system as distinct
from pathways involving the pulvinar or other sub-
cortical structures. Finally, descending pathways may
play a critical role in memory processes (including
their formation, consolidation, and/or readout) at
higher cortical levels, particularly in the temporal lobe.

These examples illustrate how the existence of
feedback pathways can remain consistent with the
notion of hierarchical processing in the broad sense,
even though they rule out a strictly serial scheme.
The physiological properties of any given cortical
neuron will, in general, reflect many descending as
well as ascending influences. Nevertheless, the cell
may represent 2 well-defined hierarchical position in
terms of the types of information it represents ex-
plicitly and the way in which that information is used.

Functionality of Processing Streams
Why should the visual system contain processing
streams that, in some respects, remain distinct through
many successive stages of the hierarchy, yet show sig-
nificant anatomical cross talk at many (perhaps all)
stages? To address this question, it is useful to con-
sider the way in which visual information is encoded
at each hierarchical stage and how this information
may be used for perception and visually guided be-
havior.

Physiological distinctions between processing
streams are evident from the outset, in that M and P
channels differ markedly in how they represent in-

formation along spatial, temporal, and spectral di-
mensions (cf. Shapley and Perry, 1986; Lennie et al.,
1990). At any given eccentricity, P cells, on average,
have smaller receptive fields and higher spatial res-
olution, whereas M cells have higher temporal reso-
lution, higher contrast sensitivity, and a lower abso-
lute threshold. P cellstend to give sustained responses,
whereas M cells respond only transiently. P cells also
have spectrally opponent receptive fields, whereas M
cells carry only a nonlinear representation of spectral
contrast. These differences suggest an overall strategy
in which the M and P channels handle distinct, but
partially overlapping, portions of an information space
that includes the dimensions of space, time, and spec-
tral composition (Van Essen and Anderson, 1990).

In the visual cortex, each processing stream main-
tains a distinct profile of receptive field characteristics
(for reviews, see DeYoe and Van Essen, 1988; Living-
stone and Hubel, 1988). Most notably, the P-B stream
contains a high incidence of cells that are wavelength
selective, suggesting that it is particularly involved in
color perception. The M stream contains a high in-
cidence of cells selective for direction of motion and
for binocular disparity, suggesting that it is heavily
involved in the analysis of motion and depth. The P-1
stream contains a high incidence of orientation-se-
lective cells, suggesting that it is involved in pattern
and form recognition. However, selectivity for these
low-level stimulus parameters is, in general, distrib-
uted across more than 1 processing stream. For ex-
ample, wavelength selectivity is common among neu-
rons in the P-I stream as well as the P-B stream;
orientation selectivity and disparity selectivity are
common in both the P-I stream and the M stream.
This physiological description is consistent with the
anatomical picture of streams that are distinct, yet
closely interlinked by cross talk at many levels.

Two types of reasoning support the notion that
such cross talk and intermixing of information may
reflect sensible design principles for the visual sys-
tem. They can best be illustrated in relation to a spe-
cific example, such as the way in which we analyze
an object that is moving across the visual field. First,
consider what sources of information are useful for
signaling object motion. If the object is moving rap-
idly, it will elicit responses mainly in M cells, because
of their sensitivity to transient changes. However, if
the object is moving very slowly, or if it is defined
mainly by a high spatial frequency pattern, the evoked
activity may be carried mainly by P cells. Hence, in
order to have a motion-analyzing system that operates
efficiently over a wide range of velocities, it would
make sense to draw information primarily from the M
channel, with the P channel playing an important, but
subsidiary, role. There is now direct physiological
evidence in support of this hypothesis (Maunsell et
al., 1990).

Once motion information has been extracted, there
are several distinct ways in which it can be used. The
most obvious is for computing the trajectory in which
the object is headed. In addition, velocity information
contributes to our perception of depth (by way of
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motion parallax), shape (by way of structure from
motion), and texture (by way of dynamic reflectance
changes, as in a rippling surface). Consequently, it
may be important for this information to be distrib-
uted both to parietal areas and to inferotemporal areas
in order to mediate different aspects of perception.

For both form and distance perception, a stronger
case can be made for a major role of both channels.
The cues for shape and for depth arise from a wide
range of spatial frequencies; moreover, form and dis-
tance perception are robust for static images, where
the P channel presumably dominates, and for moving
or transient images, where the M channel presumably
dominates. For the P channel to be inoperative in
these processes would imply that the high-resolution
information conveyed by 90% of LGN neurons is ir-
relevant to processes that are demonstrably capable
of hyperacuity levels of performance. For the M chan-
nel to be inoperative in either process would pose a
puzzle as to how we do so well at perceiving depth
and form at low contrast and also under scotopic con-
ditions, where M cells are much more sensitive than
P cells (Purpura et al., 1988). The effects of selectively
lesioning the M and P layers of the LGN on specific
behavioral tasks provide support for the notion that
M and P channels each contribute to multiple aspects
of perception (Schiller and Logothetis, 1990; Schiller
et al. 1990; Merigan et al., 1991).

In a more general sense, there appears to be a
complex, but orderly, relationship between low-level
sensory cues (e.g., orientation, velocity, disparity, and
spectral composition), high-level aspects of percep-
tion (e.g., perception of shape, surface qualities, and
spatial relationships), and the processing streams that
generate one from the other (DeYoe and Van Essen,
1988). The mapping is not 1:1, because many low-
level cues are represented in more than 1 stream, both
in the retina and at cortical levels, and because the
attributes that we perceive about objects in the world
can often be derived from more than 1 sensory cue.
The determination of which particular computational
strategies are associated with specific pathways, areas,
compartments, and processing substreams remains a
largely unresolved challenge for the future.

In the somatosensory cortex, there is physiological
evidence for parallel channels that are manifested at
the first hierarchical level by the partitioning of area
3b into modules dominated, respectively, by rapidly
adapting and slowlyadapting afferents (Sur etal., 1981)
and by the preferential activation of area 3a by muscle
spindle afferents (cf. Merzenich et al.,, 1978; Kaas et
al., 1981). This functional segregation may persist at
higher levels in terms of the preferential activation
of area 1 by transient cutaneous stimulation and area
2 by sustained or deep pressure stimulation (Merze-
nich et al., 1978; E. Gardner, personal communica-
tion). At a still higher level, it has been suggested on
the basis of lesion studies as well as connectional data
that there may be a ventrally directed pathway, par-
ticularly involving SII, Ig, and 1d, that is primarily
involved in tactile object recognition, and a dorsally
directed pathway, particularly involving areas 5 and
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7b, that is primarily involved in somatomotor guid-
ance, spatial perception of the body, and other som-
esthetic spatial functions (Friedman et al.,, 1986).
Clearly, these observations suggest interesting anal-
ogies with the different processing streams in vision.
Comparisons across these systems may help to clarify
the nature of the tasks they must perform and the
computational strategies that provide efficient and
general solutions within the framework of the stereo-
typed architecture of the mammalian neocortex.

Notes

1. An accurate physical model of the macaque brain was a
valuable adjunct in transferring areal boundaries on to the
cortical map. Two such enamel-painted, plaster-coated, sty-
rofoam models were available, one at 3 times life size and
the other at a scale of 9-fold. They were based on the outlines
of cortical layer 4 in a series of horizontal sections of the
right hemisphere of a different brain than that used to gen-
erate the cortical map in this figure. Boundaries of individual
cortical areas identified in the studies indicated in the text
and in Table 1 were marked onto the brain model, mainly
on the basis of the relationship to various geographical land-
marks. Once the physical model had been marked, the var-
ious areal boundaries were transposed to outlines of the
sections on which the model was based. The next step was
to transpose boundaries to sections of the brain from which
the cortical map was made. Although both the model and
the map were based on quasi-horizontal sections, they were
not precisely coplanar, and there were also modest individ-
ual differences in the exact size and configuration of various
gyri and sulci. Nonetheless, we were able to determine an
orderly mapping from one set of sections to the other and
to use this mapping to transpose areal boundaries from one
hemisphere to the other. The last step was a straightforward
transposition from individual sections to the corresponding
contours of the cortical map. The manually generated map,
complete with areal boundaries, was optically scanned and
used as a template for creating the color map with the canvas
program on a Macintosh II computer. Boundaries for each
area and for major cortical regions were traced over this
template to create separate objects that could be indepen-
dently colored, as in Figure 2, and also analyzed for surface
area (see Table 2).
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